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Over the past decade, Random Forests [1] have proven to be a powerful machine learning algorithm in many applications. Its usefulness stems not only from its predictive ability, but also from information it gives about the structure of the model underlying the data. The latter attribute can be particularly appealing in problems where $N \ll P$ and a majority of the predictor variables do not participate in the underlying true model. Such is the case in many biological problems, where Random Forests can be used to sift through large volumes of data to find meaningful interactions between predictor variables. Measures of variable importance already exist [1, 2] but these generally give information about the "main effects" and do not provide direct insight about relationships between predictors.

In this work we propose a novel approach to detecting variable interactions in Random Forests. Information on predictor co-occurrence in the forest's trees is used as a basis for both a frequentist and a Bayesian approach for uncovering interactions between the variables. To interpret the interdependencies, a graph of the variable interactions is constructed. By depicting this information as a graph, we impose no limit on the order or characteristics of the interactions. We apply the methods to gain new insight on neuronal regulatory pathways in the hippocampus.
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